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Iterative Time-Frequency Filtering of Sinusoidal
Signals With Updated Frequency Estimation

Haijian Zhang, Lei Yu, and Gui-Song Xia

Abstract—In this letter, a sinusoidal time-frequency distribution
based filtering (STFD-F) algorithm is proposed and analysed
for estimating mono-component stationary sinusoidal signals
embedded in strong noise. An initial frequency estimation of the
sinusoidal signal is required in the STFD-F algorithm. We theoret-
ically derive the closed-form expressions of the variance and the
bias of the estimated signal using the STFD-F, and show that the
performance of the STFD-F is dependent on the frequency estima-
tion accuracy, which can be gradually refined by performing an
iterative STFD-F procedure. Computer simulations on synthetic
sinusoidal signals are presented to corroborate the theoretical
analysis.

Index Terms—Filtering, sinusoidal signals, sinusoidal time-fre-
quency distribution.

I. INTRODUCTION

ARAMETER estimation of sinusoidal signals from noisy

data has attracted substantial research attention [1]-[7].
However, most reported methods obtain undesirable estimation
results or fail to properly handle severely contaminated signals,
which motivates us to investigate an efficient filtering algorithm
for sinusoidal signals in low SNR environments.

In the literature, the available time-frequency distributions
(TFDs) [8]-[11] of signals offer the possibility of performing fil-
tering in time-frequency (TF) domain [12], [13]. In [14], a time-
frequency peak filtering (TFPF) was proposed as an alternative
method to enhance the quality of received signals at low SNR
situations. The principle of the TFPF is to encode the received
noisy signal as the instantaneous frequency (IF) [15] of an ana-
lytic signal, and then the underlying signal waveform is obtained
by estimating the peak in the pseudo Wigner-Ville distribution
(PWVD) of the encoded signal. The PWVD-TFPF is signal
independent and can achieve promising filtering performance
even though the frequency information of the signal is unrec-
ognized in the TF domain [16], [17]. However, the PWVD-
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TFPF is biased for encoded signals whose variation order of fre-
quency contents is higher than linear. The bias is controlled by
using a limited lag window size, within which the waveform
of the received signal approximately becomes linear. Conse-
quently, high sampling rates are required to reduce the noise
variance when using limited window sizes, which becomes im-
practical due to the requirements of expensive computation and
data memory resources.

Since the performance of the PWVD-TFPF is limited by the
linear constraint on the waveform of the received signal due to
the use of PWVD, we further investigated the work reported
in [14] and proposed a sinusoidal time-frequency distribution-
based filtering (STFD-F) algorithm for nonstationary signals
[18]. The proposed STFD-F algorithm significantly improves
the filtering performance by applying the STFD, which allows
a sinusoidal constraint on the signal’s waveform.

Compared to our previous work in [18], the contribution of
this letter lies in that we focus on sinusoidal signals, and the
closed-form expressions of the variance and the bias of esti-
mated sinusoidal signals are theoretically derived and validated.
Although the STFD-F algorithm requires that the frequency of
the signal to be estimated in advance, a coarse estimation is fea-
sible and an iterative STFD-F procedure can be implemented
based on updated frequency estimation. Numerical results show
that a small number of iterations is sufficient to achieve quasi-
unbiased filtering performance.

The remainder of this letter is organized as follows. After
introducing the principle of the iterative STFD-F algorithm in
Section II, the variance and the bias of the STFD-F algorithm
for sinusoidal signals are analysed and derived in Section III.
Section IV and Section V give numerical results and concluding
remarks, respectively.

II. ITERATIVE STFD-BASED FILTERING (STFD-F) ALGORITHM
Let us consider a mono-component stationary sinusoidal

signal model as
s(t) = x2(t) + n(t) = peos2n fmt + 8) + n(t), (1)

where n(t) is the zero-mean additive noise. The constants p,
fm and & denote the amplitude, frequency and phase of the si-
nusoidal signal (¢}, respectively.

A. Sinusoidal Time-Frequency Distribution (STFD)

Assume a sinusoidal frequency modulated (SFM) signal z(t)
with a sinusoidal IF f;(t) = ppcos(2n frut + 6)

z(t)

. t
e]27r,u fo pcos(2m fn A+0)dN
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where p is the modulation index. The STFD of z(t) in (2) is
based on a kernel adapted to the SFM signal
STFDZ(t7f) = fﬁ{KZ(t7T)}7 (3)

where £ and f denote the time index and frequency index of the
STFD, F 7, denotes the Fourier transform on 7, and K, (¢, 7) is
the kernel function [18]

K, (t,T) = )]fmTTI' Sin(27 fr, 7)

[z(t+T)z"(t - T
Szt 4+ T+

fm 7 cos(2m frnT) 4
ifn” ) @)
It can be seen that the kernel K, (¢, 7) of the STFD is dependent
on the modulation frequency f,, and the exponent of the kernel
is a function of f,,, and the time lag 7.

B. [Iterative Filtering Based on STFD

The idea of the STFD-F algorithm is to firstly encode the
signal s(¢) in (1) into the IF of a unit-amplitude analytic signal

Zs(t) _ ej27r,u fot s(A)dA _ ejQTr/.L fot:u()\)d)\ eJZTruf
= Zz (t) * Zn, (t) ()

where z,(t) = ™ Jar denotes the encoded noise
component, which is multiplicative and modulates the encoded

signal component z,(t) = & Jg wvax Next, the under-
lying signal Z(t) is obtained by estimating the IF of the encoded
signal z,(t), which is realized by a simple phase operation.
Specifically, the exponent of the kernel function in (4) is de-
pendent on the time lag 7, which permits a direct estimation of
the underlying signal by performing an operation on the phase
of the kernel in (4) by multiplying ﬁ

0, (t,7) = arg{ K, (t,7)}/2rTp, 6)

where K., (t, 7) denotes the kernel function on z,(¢) and arg{-}
denotes the phase of a complex value. According to (4) and (5),
the operation in (6) allows an unbiased signal recovery from a
noisy sine signal s(2) in (1), expressed as

E{©:,(t,7)} = arg{K_, } + E{arg{K_ }}

n(A)dx

(AYdA

(7
where

K, (t,7)

x

I fm |:szn 27TfmT)f d)\+cos(27rfm')f 4fm x()\)d)\:|
f

=e
K, (t,7)

I fm |:szn Zn'fmr)f )\)d)\+co.>(27rfm'r)f 4fm (A)d)\i|
B

=e
where E{-} denotes the expectation operator on random vari-
able. It is assumed that n(¢) is the zero-mean additive noise and
x(n) = peos(2w ft + 6), therefore

E{©.,(t 1)} = arg{K_,}

= wfm[sin(2n ) /

t—7
AR
2(\)d)]

t+7
2(\)dA

+cos(27rfm7)/
t T*m

= pcos(2r it + ) = (%)
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Itis observed that the phase term @, (¢, 7) on z,.(2) is a constant
over the time lag 7, which gives a precise estimation of the sine
signal. In presence of noise, @, (¢, ) changes with the variation
of 7. We propose to estimate the sine signal =(¢) defined in
(1) by taking the mean operation on the fluctuated phase term
O, (t,7) over a real lag window h(7)

2(t) = Er {h(7)9:, (£, 7)} - (®)

The filtering operation based on STFD in (8) is named as the
STFD-F algorithm. To implement the STFD-F, the frequency
information f,, in (7) should be known or estimated in advance.
It will be demonstrated that one iteration is sufficient for a desir-
able filtering performance. However, the filtered signal using the
initial frequency estimate can offer a new frequency estimate,
which means that the STFD-F can be formulated in an iterative
manner, i.e., the STFD-F in (8) is repeated by updating the fre-
quency information until a satisfied performance is achieved.

III. VARIANCE AND BIAS ANALYSIS OF STFD-F

The STFD-F algorithm is proved to be unbiased in (7) for
sinusoidal signals with known f,,, in the presence of noise. In
practice, estimated values of f,, are often encountered, which
makes the STFD-F algorithm biased. In the following, the vari-
ance and the bias of the STFD-F are analysed, respectively.

A. Variance Analysis

Defining 7 € [—5 fs’ 3 fs] where f; is the sampling rate and
L is the lag window length of h(7) !. The estimated signal from
a noisy signal s(¢) in (1) by using the STFD-F can be derived
from (5), (7), and (8), the result is shown as below
t+7

(1) —E,{wfm {sm(zﬂfmf) / 2(\)dA
t—7
trt 7
+ 008(2 ) / (VA
tfrfﬁ
t+T
+7Tfm[sin(27rfm7')/ n(A)dA
t—7
trt
+cos(27rfm7')/ n()\)d)\] } . )
tfrfﬁ

According to (7), (9) and the definition of variance, the variance
of the STFD-F is not relevant to the deterministic signal 2(t),
thus the variance of Z(¢) is simplified as

Var{2(1)} = E { (E {77 I [sin(?w Ft) /t T

—T

t+T+ 13

o

(10)

Assuming Ty = 1/ fs, its discrete version can be expressed as

+ cos(2m i 7) /

t—7—

L

s 2 . :
T4l Z lsm(?ﬁfmlTs) Z n(A)

A=—1

Var{Z(t)} = E

- 2

Herein we consider a rectangular window.
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Fig. 1. Theoretical (dashed line) and simulated (marker) variances of the
STED-F algorithm with different values of SNR and window length L
(fm = 500 Hz, f. = 50 kHz).

I+Lg 2

+eos2mfmll) Y n(A)D . (1D

A=—I—Lg

where Ly = round(ﬁ).
After a rigorous mathematical derivation, the final derived
closed-form expression of the variance is written as

Var{fc\(t)} = 00(01 + 5 + 03), (12)

where
— QUi(meTS)2
CO - W’
L
Cr =Tt (S, cos@nfnlT, )) ,

- Zlo:%fLoJrl (Zl:lo 2sin (27 flT)
+ Zﬁ o 5o cos(2m fynl T ))2 ,
Zlo (Zl I 2sin(27 f,1T5)
+ Zl%:lrLoﬂ [cos(2m finITs) + cos(2m fon (1 + 2[,0)5175)})2

where ¢2 is the noise variance. From (12), it is seen that the
estimation variance is dependent on several parameters: the fre-
quency f,,, the sampling frequency f,, and the window length
L. In order to verify the correctness of (12), we compare the
theoretical results (12) and their corresponding simulated re-
sults with different values of f,,, fs and L. A sinusoidal signal
contaminated by white noise at different SNR levels is used for
simulation. Fig. 1 shows that the simulated results well match
the theoretical ones, and the variance value linearly decreases
as the window length increases. In addition, it is observed that
the variance value is heavily dependent on the window length
L, i.e., the wider the lag window is, the lower the variance is.
In contrast, the variance is slightly affected by the values of f,,
and f;.

B. Bias Analysis

It is seen from (7) the zero-mean white noise does not in-
troduce stochastic bias to signal estimate, and no deterministic
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Fig. 2. Theoretical and simulated biases of the STFD-F with different fre-
quency estimation errors and window lengths (f,, = 500 Hz, f, = 50 kHz).

bias is involved when f,,, is known. In most practical cases, fi,
needs to be estimated. Assuming the frequency estimation has
errors, i.e., fo = fn — fm # 0, the STFD-F algorithm will give
rise to a deterministic bias due to this estimation error. The bias
of the estimated signal by STFD-F relative to the original signal
x(t) is derived by replacing f,, with f, in (4)

B{z(t)}

x(t) — E{z(t)}

2t)-E {1 o= L), fintzn(f — ) sin(2n )
ool forlsn et (74 s )|
~ z(t) (1 (fmf;fP)Er{cos[%feT]}), (13)

which shows that the quantity of the bias depends on f., L and
2(t). The maximum deviation occurs at a peak or a valley of
the sinusoidal waveform, whereas the deviation is zero when
2(t) = 0, which means that the effect of the inaccurate fre-
quency estimation is to reduce the signal amplitude and slightly
affect the signal frequency. Fig. 2 shows the filtering results
of the STFD-F algorithm for different estimation errors and
window lengths when the noise is absent. It is observed that
the simulated results well fit the theoretical ones in (13). Fur-
thermore, the bias increases as the estimation error or the lag
window size increases, however, the zero-crossing points are
not severely affected by different values of f. and L.

As a result, the mean square error (MSE) of the estimated
signal Z(t) is equal to the sum of the variance and the squared
bias obtained in (12) and (13), i.e.

MSE{Z(t)} Var{z(t)} + B*{Z(t)}
Co(Cr 4+ Cy 4+ C5)

+ 22 (t) (1 (f’"fm

%

fe) ET{cos[QﬁfeT}}> .

(14)
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