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Thus, the classification process becomes more effective. The
Riemannian sparse coding algorithm decomposes the HPD
covariance matrices from a superpixel into a nonnegative
sparse linear combination of basic elements from a dictionary;
this dictionary is formed by such matrices from other superpix-
els. The SIS is employed to measure the difference between
such encoded superpixels and construct the affinity matrix,
which can be used in a graph-based clustering stage. The
experimental results on different PolSAR images show that
using our scheme is efficient and leads to superior performance
against other competing methods.
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